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Bias and FL NextApproach & Preliminary Results

MACHINE LEARNING CAN ANSWER

ALL OF YOUR QUESTIONS
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Our reality is biased due to historical prejudice
Our data is not balanced

Our data labeling is unfair and subjective 

Bias and FL NextApproach & Preliminary Results
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Our reality is biased due to historical prejudice
Our data is not balanced

Our data labeling is unfair and subjective 

…Uh, reality is not a good source to learn from

Bias and FL NextApproach & Preliminary Results
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Machine learning is learning how to be racist, sexist and 
discriminatory…

i.e machine learning is biased

Bias and FL NextApproach & Preliminary Results
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Low risk: 3 High risk: 10

Two drug possession arrests.
 ML be like:
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● Emergence of FL 
● New distributed paradigm
● Privacy-friendly
● Communication efficient

Bias is getting worse with federated learning [1]

Bias and FL NextApproach & Preliminary Results
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● Emergence of FL
● New distributed paradigm
● Privacy-friendly
● Communication efficient

1)Local ML 
models 

2) Aggregation to 
get global model

Clients with 
private data
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Bias is getting worse with federated learning [1]
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FL can exacerbate machine learning 
unfairness

1)Local ML 
models 

2) Aggregation to 
get global model

Clients with 
private data
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FL can exacerbate machine learning 
unfairness

Minority 

1)Local ML 
models 

2) Aggregation to 
get global model

Clients with 
private data
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FL can exacerbate machine learning 
unfairness

Minority 

Unfair data

1)Local ML 
models 

2) Aggregation to 
get global model

Clients with 
private data
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Example of unfair data

Bias and FL NextApproach & Preliminary Results
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Example of unfair data  
● Attributes

Bias and FL NextApproach & Preliminary Results
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Example of unfair data
● Attributes
● Y = Target/decision variable (salary, criminality, intelligence) 

disadvantageous towards a group
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Example of unfair data : 
● Attributes
● Y = Target/decision variable (salary, criminality, intelligence) 

disadvantageous towards some groups
● Sensitive attributes (race, gender, age..), define groups: privileged and 

unprivileged (Females/males, whites/non-whites..)

Bias and FL NextApproach & Preliminary Results
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The data is unfair if the label/decision variable is dependant on the sensitive 
attribute [2].

Example of biased data: sexist data where men have higher salaries than women.

Bias and FL NextApproach & Preliminary Results
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Mathematically [2]

Label/decision variable is dependant on the sensitive attribute

such that
Pr : Probability distribution

Y : decision variable
p : Advantageous decision (eg.high salary)
S : sensitive attribute variable (eg. gender)

priv/unpriv : privileged and unprivileged group (eg. women and men)
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The amount of unfairness can be measured by disparate impact: 

Bias and FL NextApproach & Preliminary Results
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(i) Characterize the actual impact of Federated Learning on bias.
(ii) Propose novel FL selection and aggregation algorithms for bias 
mitigation. 
(iii) Take into account accuracy and robustness in FL.

Bias and FL NextApproach & Preliminary Results
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1) Privately estimating the bias brought by each client.
2) Directly deal with the source of bias (biased client)

Our approach

Bias and FL NextApproach & Preliminary Results
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1) How to measure clients bias without looking at their data?

- Exploit models update
- Exploit public/synthetic test data

Bias and FL NextApproach & Preliminary Results
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2) How to deal with the identified biased client? 

Diminishing its impact on the FL model (reweighting) 

or

Aggregating together the clients that mutually cancel each other effects

or

A biased client is a poisoned client, ignore its model!

Bias and FL NextApproach & Preliminary Results
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We set up an unfair FL scenario
and record global and local models 
unfairness

Evaluation of our approach
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We set up an unfair FL scenario
and record global and local models 
unfairness
● 4 fair clients

Evaluation of our approach

Bias and FL NextApproach & Preliminary Results



30

Fa
ir

n
es

s

Good

  Bad

We set up an unfair FL scenario
and record global and local models 
unfairness
● 4 fair clients
● 1 unfair client

Evaluation of our approach
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We set up an unfair FL scenario
and record global and local models 
unfairness
● 4 fair clients
● 1 unfair client

We run FL training for several rounds and 
observe global fairness

Evaluation of our approach
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Evaluation of our approach

We set up an unfair FL scenario
and record global and local models 
unfairness
● 4 fair clients
● 1 unfair client

We run FL training for several rounds and 
observe global fairness

We apply our approach at round 300
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 Yey!
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What’s next ?

● Evaluate our approaches with more scenarios with different data 
distributions.

● Combine with classical ML approaches to improve performance.
● Propose approaches to ensure accuracy and robustness.

Bias and FL NextApproach & Preliminary Results
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ANY QUESTIONS?
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Introduction Conclusion

Related Work Limitations :

● Require private data information.
● Assume clients and server are trustworthy.
● Consider simple use cases (binary classification, 1 binary sensitive attribute)

Approach & Preliminary Results
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Introduction Contributions ConclusionÉtude bibliographique

There exist several notion of bias, depending if reality is already biased or perfectly fair.

Bias measurement

Perfectly fair model : proportion of advantageous outcome for privilidged and unpriviledged groups 
are equal.

Introduction ConclusionApproach & Preliminary Results
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Introduction ConclusionContribution

Bias problem formulation

We consider a binary FL classification 
(X1, .., Xd) denote the features, 
Y denotes the class label 
Yˆ is the classifier prediction result for a 
given data record. 

We consider two groups of data: a 
privileged group which prediction results 
have a given positive property p*(e.g. 
people who earn a high salary), and an 
unprivileged group (e.g. people with a low 
salary). 
Let S be a sensitive feature which, for 
simplicity, we assume to be binary, S ∈ 
{a, b} (e.g. a feature of race with two 
values, that are white or non-white).
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Server
FL 

developper

1) FL job 
submission

2) Client selection

3) Global 
model 

transmission

4) Local training

5) Local 
models 

transmission

6) Aggregation

Clients pool

Introduction ConclusionContribution

Overview on a FL system
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Introduction Conclusion

Context Problematic Objectives

Approach & Preliminary Results

Machine learning is used everywhere because:

Machine learning learns the patterns that exist in our reality, 
and reproduce them, and generalize them to new data
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Introduction Contributions ConclusionÉtude bibliographique

Some sources of bias in FL
● Biased reality due to social/historical prejudices.
● Class imbalanced data.
● Feature imbalanced data.
● Non representativity of some populations in FL.
● Non selection of some populations by FL
● Unfair aggregation.

Introduction ConclusionContribution

Overview on a bias in ML
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Introduction ConclusionContribution

Bias problem formulation

 In a biased model, the value of S decides the membership of a data to either the 
privileged group (i.e. Yˆ = p ∗ ) or to the unprivileged group, namely S ∈ {a = priv, b 
= unpriv}. 
Such a model does not provide group fairness [10]. With the latter, elements of the 
privileged group and unprivileged group have equal probability of having 
prediction results with a positive property, as formulated below: P r(Yˆ = p ∗ |S = 
priv) = P r(Yˆ = p ∗ |S = unpriv) 
(2) Furthermore, in case of FL systems, the cause of bias of the global model can 
come from all or a subset of clients involved in a FL round. Thus, it is important to 
precisely determine the origin of bias in a FL system, to adequately mitigate it 
without hurting model quality.
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